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On the Local Relaxation of Solid Neon upon Rydberg Excitation of a NO Impurity: The
Role of the NO(A)—Ne Interaction Potential and Zero-Point Quantum Delocalization”
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The local relaxation of solid neon subsequent to the impulsive excitation of the NO chromophore to its A(3s0)
Ryberg state is investigated using molecular dynamics simulations. This study makes use of empirical
NO(X,A)—Ne isotropic pair potentials as well as a recently developed ab initio triatomic potential energy
surface for the excited state. The role of these interaction potentials is analyzed, including many-body effects.
In particular, empirical potentials, designed to reproduce correctly both the NO X—A steady-state absorption
and emission bands, are shown to lead to a good description of the subpicosecond relaxation dynamics. The
600 fs expansion of the electronic bubble fairly agrees with experimental data. This relatively long time scale
with respect to solid Argon, which was previously attributed to the range of the NO(A)—Ne interaction, is
presumably related to the quantum nature of the medium. The time-resolved local relaxation of the Ne solid is
understandably intermediate between that of classical solids (e.g., Ar) and that of quantum solids (e.g., Hy).

1. Introduction

The investigation of extensive configurational rearrangements
following photoabsorption of many body systems is of primary
interest in condensed-matter physical chemistry and biology.!
In connection with experiments, molecular dynamics (MD)
computer simulations have proven to be a valuable tool to get
insight, at the molecular scale, into such processes originated
in liquids,””7 solids,**7!7 and clusters,”!%!8~20 which usually
involve intra- and intermolecular motions inducing long-range
propagation of energy into the medium.

To rationalize the photoinduced configurational rearrange-
ments, pure and doped rare-gas media might serve as model
systems?!?? because of their well-known physical and thermo-
dynamical properties associated with their simple structures.
Among model systems, solid neon has been experimentally
scrutinized via electronic absorption/fluorescence spectrosco-
py"*7?7 and more recently via femtosecond pump—probe
spectroscopy.?® In the latter experiments, the dynamics of the
electronic bubble, created through an ultrafast transition to the
spatially extended A(3so0) Ryberg state of a NO chromophore,
is followed in real time. Because of the non-negligible zero-
point amplitude motions, solid neon is a particularly interesting
model to investigate the influence of quantum effects on energy
dissipation mechanisms. Such quantum effects, which do not
take place in so-called classical solids,®* strongly influence
steady-state spectroscopy**3 and significantly affect the dynam-
ics of structural relaxation.***° In particular, the subpicosecond
coherent local relaxation of classical solids mediated by localized
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modes does not appear in solid hydrogen, where energy tends
to dissipate irreversibly into the medium over such a time
scale.’7~3?

The theoretical description of the structural dynamics fol-
lowing the photochemical excitation of chromophores embedded
in rare-gas solids**~*% and molecular hydrogen®’~*° has been
achieved in the last years. The structural relaxation upon
impulsive Rydberg excitation of NO-doped solid neon has been
recently investigated using nonequilibrium classical molecular
dynamics (MD) simulations****#® in which the quantum zero-
point motions of the lattice atoms have been approximately
accounted for.*’ In these previous works, the NO molecule was
considered to be an atom so that the NO(X)*II—Ne and
NO(A)’Z—Ne intermolecular interactions were approximated
by isotropic pair potentials. The angular anisotropy, which is
substantial in the excited state (about 8% of the isotropic part™),
was neglected on the grounds that: (i) the effects induced by
the electronic excitation are by far more dramatic and (ii) the
significant amplitude zero-point motion of Ne atoms about the
lattice sites is expected to average out anisotropic contributions.*’
This approach®? reproduced the main characteristics of the
solid dynamical relaxation upon photoexcitation. The relative
slower electronic bubble expansion in Neon (~600 fs),87* as
compared with that in Ar (~250 fs),*! was attributed to the larger
range of the repulsive part of the interaction in NO (A)—Ne. In
argon, the first shell surrounding the NO chromophore (12
atoms) impulsively moves outward upon excitation, whereas
three neighboring shells are instantaneously set in motion in
neon (42 atoms). The contribution of the zero-point quantum
effects was found to be negligible.

Very recently, similar experimental and theoretical studies
in para-hydrogen revealed an even slower bubble expansion
time scale (~800 fs) despite a much lighter mass for the medium
atoms.’’ 7 It was observed that the first shell expands freely
over 50—100 fs and then merges into the second and third shells,

© 2009 American Chemical Society

Published on Web 09/15/2009



14400 J. Phys. Chem. A, Vol. 113, No. 52, 2009

slowing down the expansion to 800 fs. This effect is strongly
related to the local disorder of solid hydrogen due to the zero-
point quantum delocalization of the host matrix molecules.

These last results in para-hydrogen along with the insufficient
agreement of the computed steady-state and time-resolved
spectroscopy features in our previous work led us to reconsider
the problem. To that end, some of us recently developed a new
potential energy surface (PES) for the first Rydberg excited state
of Ne—NO complex using high-level ab initio quantum chem-
istry techniques.>® The main motivation of the present work is
to evaluate whether the inclusion of the details of the NO—Ne
interaction, namely, its angular dependence, into the simulation
of the Ne structural relaxation leads to a better agreement with
experimental results and thus improves our understanding. The
outline of the article is the following: In Section 2, we present
the theoretical methodology associated with the intermolecular
potentials used and MD procedure in our simulations. In Section
3, we present the results and discussion. Finally, some conclu-
sions are drawn in Section 4.

2. Methodology

2.1. Intermolecular Potentials. The Ne—Ne interaction is
modeled by a Morse potential

V; = D[l — e " — Dy (D

where Dy, f3, and r, are the Morse parameters taken from ref 51
and r; = Ir; — ril is the interatomic distance between i and j
neon atoms. This potential, which was developed to study the
vibrational predissociation of van der Waals clusters,! is in good
agreement with the best estimates to date.>

The steady-state spectroscopy as well as the dynamics of the
NO impurity embedded in solid neon has been investigated using
different intermolecular interaction potentials, depending on the
NO electronic state. The NO(X)—Ne ground-state interaction
potential has been approximated with a Lennard-Jones potential
taken from a previous study.®

Three different interaction potentials for the NO(A)—Ne
excited state have been developed. The first one was generated
by fitting the fluorescence—excitation spectra of the NO—Ne
complex in the region of the A-state absorption measured by
Levy et al.> The interaction is considered to be isotropic because
the Rydberg electron is in a nearly spherical orbital and, as
already discussed in ref 41, the excited-state intermolecular
potential is most likely purely repulsive. As we will show later,
this approximation is not entirely justified as the ab initio
calculations indicate significant anisotropy in the Franck—Condon
region. This potential is approximated by a Born—Mayer (BM)
function***

Vi) = A exp[—(r ; ro)] @)

where A, ro, and b are the BM parameters. It is important to
notice that the NO(A)—Ne potential was fitted to reproduce
experimental data for the Ne—NO complex in a small energetic
window around the absorption band (repulsive arm of the excited
potential —short-range part of the potential). This potential is
referred as the BM potential in the following. To improve the
agreement between the experimental and calculated absorption
line shapes for NO embedded in the Ne solid, a different BM
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TABLE 1: Parameters of the Potentials Used for: (a)
Ne—Ne Potential, (b) NO(A)—Ne Adjusted Morse Potential,
(¢) NO(A)—Ne BM Potential, and (d) NO(A)—Ne Adjusted
BM Potential

Dy (em™) B AT re (A)
Ne—Ne (a) 29.36 2.088 3.091
NO(A)’Z"—Ne (b) 4.0325 0.96 6.0
A (em™) ro (A) b (A)
NO(A)’Z"—Ne (c) 2000.0 2.6 0.6
NO(A)*’="—Ne (d) 2114.986 2.182 0.752

potential for the NO(A)—Ne interaction was proposed.*’ This
potential is referred to as the adjusted BM potential in the
following.

In addition, in previous time-resolved studies on the dynamics
of photoinduced structural rearrangements in quantum solids®’~*°
and supercritical fluids,® empirical pair potentials for the
NO(A)—H, and NO(A)—Ar interactions were proposed. Both
potentials, which were developed to reproduce correctly the NO
A—X absorption and emission bands via equilibrium MD
simulations, present shallow wells at medium range. Such
potentials were subsequently used in nonequilibrium MD
simulations to predict the structural reorganization following
an impulsive excitation of the NO chromophore, leading to a
satisfactory agreement with pump—probe femtosecond exper-
iment.>’~3? Following these lines, we developed a Morse pair
potential (eq 1) for the NO(A)—Ne interaction bearing a shallow
well around 6 A. The steady-state spectroscopy features are
properly reproduced by MD simulations using this potential.
(See the next section for details.) This potential is referred to
as the adjusted Morse potential in the following.

The parameters of all of these fitted potential are given in
Table 1.

Besides the development of the empirical pair potential
presented above, the NO(A)—Ne PES has been calculated using
highly accurate ab initio calculations.® In these calculations,
the Jacobi coordinate system (rno, 7, 0t) was used, where r is
the intermolecular distance of Ne atom from the center of mass
of NO, ryo is the NO bond length, and o is the angle between
the r and rno vectors. A grid of intermolecular energies (r, a
=0, 45, 90, 135, and 180°) was computed, restricting the NO
bond length at its equilibrium position. To perform the MD
simulation, the ab initio points were fitted by cubic splines for
each Jacobi angle, and collocation methods were used to explore
all directions around the center of mass of NO. Global analytical
representation of the PES was derived. Details can be found
elsewhere.®

2.2. Molecular Dynamics. The details of the classical
equilibrium and nonequilibrium MD simulations, which are
based on a standard procedure,’® have already been given in
previous works 37734174555 To mimic the quantum effects in
classical MD, the so-called quantum harmonic temperature
correction proposed by Bergsma et al.*’ was used. This
correction, which was recently discussed in detail,*’-* including
its effect on the relaxation dynamics, allows us to describe with
a reasonable accuracy the local structure and the steady-state
spectroscopic data (Stokes shifts, lineshapes, etc.) for quantum
solids®”*® without increasing the computational effort. A tem-
perature of 37 K is used in our simulations. As a comparison,
the energy transferred to the matrix upon electronic excitation
corresponds to 580.6 K/atom when equally shared over the 18
atoms constituting the first two shells. As previously suggested,’”
at short times, the quantum nature of the environment is
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anticipated to play a role exclusively through the spatial
delocalization of the lattice atoms, which is approximately
accounted for by the quantum harmonic temperature correction.

The temporal evolution of the system was simulated by the
numerical integration of the classical equations of motion of
499 or 1371 Ne atoms and 1 NO molecule arranged in an FCC
lattice. The NO molecule is supposed to sit in one “main”
substitutional site.%*%! The lattice physical parameters are taken
from a previous study.*

The system is described by the following Hamilton function

N 2

pi
H(r,p) = ZE + V(6. Ty Ty) 3)

i=1 l

In this formula, r is the particle position vector and p its
conjugate momentum. When the NO molecule is considered
to be a spherical atom, as in previous studies in which the
chromophore rotational and vibrational degrees of freedom were
not expected to affect the structural relaxation dynamics,*37-38
the potential energy is computed to be the sum of the isotropic
pair potential presented above

2 .

i=1,i#j j

Vg,‘(rij) 4)
1

0 | —

N N

V(ry 1y, . Ty) =

where Vji(r;) represents the different pair interaction potentials.
When the NO(A)—Ne interaction is represented by an ab

initio PES, the force acting on the ith atom is computed by
finite differences, as shown in the following expressions.

fo = UG For o Xy + AX, o Fy) —

UT |, Foy ey Tpy ooy T/ AX

5= —[UF |, Foy o0y + Ay, ., Fp) —
o o )
U(F |, Ty ooy Tiyooes T)IAY

fo= UG Ty + Az, Ty) —

UGF/ Ty oo T oo F)VAZ

As implemented in several previous studies,*'~*+3773%55 the

absorption and emission lineshapes are computed through long
equilibrium trajectories considering, respectively, the NO(X)—Ne
or the NO(A)—Ne interaction potentials. The real time response
of the system is investigated via nonequilibrium MD simulation.
Uncorrelated configurations are taken from an equilibrium
trajectory for NO in the ground electronic state. The subsequent
electronic transition is simulated by switching to the excited-
state potential and following the numerical integration of the
equations of motion on this PES.

The nuclear motion in response to the excitation of the NO
molecule is visualized by the temporal evolution of the radii of
up to the tenth coordination shell

Ryt) = -1 210 = ryo(0) ®

kj:l

which corresponds to the mean distance between NO(A?Z") and
the kth shell of solid atoms. All trajectories were averaged over
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Figure 1. Cuts of the ab initio interaction potential as a function of r
for several angular configurations and fitted interaction potentials used
in this work. The labels correspond to: (1) 0, (2) 30, (3) 45, (4) 180,
(5) 160, (6) 60, and (7) 135°.

100 individual trajectories of the shell radius. For the FCC
lattice, the first shell contains 12 atoms. To get more insight
into the simulated medium response, we also computed time-
dependent radial distribution functions with two unit cells
containing 1 NO molecule with 499 and 1371 Ne atoms,
respectively. The way to compute these quantities has been
already detailed elsewhere.’’~3°

3. Results and Discussions

In Figure 1, the interaction potentials for the different angular
configurations studied at the ab initio level and the empirically
fitted potentials are shown. In the Franck—Condon region (close
to 3.5 A), the slopes of the adjusted Born—Mayer and Morse
potentials are comparable. This similarity is to be expected given
that they have been constructed to reproduce both the experi-
mental absorption and emission bands. The slopes of the T-shape
(o = 90°) cut of the ab initio PES and the Born—Mayer-fitted
(c in Table 1) potential are also similar. The T-shape geometry
corresponds to the equilibrium structure of the NeNO(X)
complex. As has been previously discussed, this similarity
ascertains the quality of the ab initio calculations.>® All of these
potentials are close to each other in the Franck—Condon region.
Nevertheless, it has to be noticed that the range of the repulsive
part of the adjusted BM and Morse potentials is shorter than
the previously used BM potential. It is also worth mentioning
that the ab initio interaction potential shows a strong angular
dependence in the FC region, and in this sense, the reliability
of the isotropic empirical potentials is questionable. After
excitation, considering the ab initio PES, the anisotropic
contribution to the average energy per atom in the two first shells
is about 24 K, which is only 4% of the excitation energy (580.6
K/atom, as previously mentioned). This energy, which compares
with the thermal correction, suggests that anisotropy should not
play an important role in relaxation dynamics at short times, as
discussed later.

Figure 2a shows the absorption and emission bands simulated
using the 1D potential at the T-shape configuration and the 2D
PES resulting from ab initio calculations.’® The steady state
spectroscopic bands simulated with the Born—Mayer interaction
potential generated by fitting the fluorescence—excitation spec-
trum of the NeNO complex and the experimental results are
also shown. The absorption bands are similar, but the locations
of the emission bands are quite different. In particular, the Stokes
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Figure 2. Simulated steady-state spectroscopy considering (a) the

T-shape (o = 90°) cut of the ab initio PES, the total ab initio PES,

the BM potential fitting the PES in the excited state, and the

experimental results and (b) the adjusted Morse and BM potentials and

the experimental results.

shifts for the Born—Mayer potential and T-shape configuration
show analogous behavior and correspond to 75% of the
experimental value. The similarity of results for the Born—Mayer
potential and the T-shape configuration of the PES is a direct
consequence of a similar value in the Franck—Condon region.
Using the full PES, we obtain a Stokes shift, which is only 56%
of the experimental value. In Figure 2b, the steady-state bands
computed using the adjusted BM (d) and Morse potentials are
displayed. In both cases, the simulations are able to reproduce
the experimental observations properly. The experimental and
calculated steady-state spectroscopic bands shown in this work
are related to the NO occupying a “main” site in the Ne matrix.
Although spectroscopic experimental data about NO occupying
a “red” site in the crystal are available, to our knowledge, no
simulations have considered this possibility.

In Figure 3, we show the nearly isotropic behavior for the
excited state, where two very shallow wells appear, localized
close to the O and N atoms. The latter is more localized but
does not modify the isotropy of the PES drastically. The
anisotropy contribution has been estimated to be the ratio
between the sum of the squares of the radial functions appearing
in the usual Legendre expansion, excluding and including the
isotropic terms. For the excited state, it corresponds to 8.28%.>°
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Figure 3. Contour plot of the interaction potential in the Cartesian
plane for Ne—NO(A) with the origin at the NO center of mass.
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Figure 4. Time dependence of the first shell radius. (a) T-shape (0. =

90°) configuration of the ab initio PES, Born—Mayer fitted potential

(c in table 1), ab initio full PES, and experimental result. (b) Adjusted

Morse and Born—Mayer potentials in comparison with full ab initio

potential and experimental data.

It is important to stress that this analysis corresponds to the
region of the van der Waals minimum of the complex. As stated
above in the repulsive part of the potential, the degree of
anisotropy is much larger.

In Figure 4a,b, the time dependence of the average cage radius
out of 100 individual trajectories for the first shell around the
NO impurity is represented for 500 atoms in the primitive
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simulation cell. This shell is defined here as the average position
of the 12 nearest Ne atoms (FCC lattice). In both Figures, the
simulated dynamical relaxations using the various NO(A)
potentials are compared with the pump—probe femtosecond
spectroscopy result. The time evolution using the T-shape
potential and the Born—Mayer fitted potential (c in Table 1)
and the full ab initio PES are very similar (Figure 4a). The first
expansion—contraction event occurs by 2.25 to 2.5 ps, delayed
with respect to the experimental result (about 1.4 ps). The
amplitude of the first expansion, using the full ab initio PES is
smaller than the experimental one, whereas those obtained with
the T-shape potential and the Born—Mayer fitted potential are
larger. Figure 4b shows the dynamical response of the system
for the adjusted Born—Mayer and Morse potentials. Although
the amplitude of the first expansion event is larger, the first
expansion—contraction time scale is in reasonable agreement
with the experimental response (by 1.35 to 1.45 ps). The results
presented in Figure 4ab suggest that the details of the
NO(A)’Z"—Ne potential at long-range (i.e., in the attractive part)
are not significant for the dynamics on the short time scale by
analogy to what was found for NO(A)?’Z"—Ar.? The explana-
tion for the observed dynamical response induced by the
different potentials can be traced back to their slopes and the
potential energies in the FC region, where those that were
adjusted to fit experiment have larger values than those based
on ab initio calculations or spectroscopy of the NeNO complex.
Considering the 1D effective bubble model*'* used to interpret
the experimental pump/probe signals, the relaxation is given
by the time evolution of a nearest neighbors’ cage radius. The
force acting on the radius is directly related to the slope of
the excited-state pair potential. As a consequence, the greater
the slope, the faster the expansion—contraction event.*

The first expansion—contraction event simulated employing
the adjusted Born—Mayer and Morse potentials reveals different
amplitudes (Figure 4b). This difference presumably arises from
the relative shift of both potentials in the Franck—Condon region
(Figure 1), which involves a different energy release into the
medium upon excitation. The behavior observed in Figure 4a
can be understood in an analogous way. The case of the full ab
initio potential deserves special mention. As we can see in Figure
4a, the first expansion amplitude for this case is the smallest
and should be related to the cuts of the full PES in several
angular configurations. The slopes of these cuts as well as the
total energy released in the system (proportional to the absolute
value of the interaction potential) are the smallest in the
Franck—Condon region.

It has to be noticed that experimentally the time evolution of
the bubble radius is inferred from pump/probe signals within
the framework of the configuration coordinate model.?'** This
1D harmonic interaction model for the NO(X,A)—matrix
interaction (42 and 58 cm™! respective frequencies) together
with the limited pump/probe cross correlation (fwhm ~320 fs)
intrinsically influence the dynamical experimental response, as
mentioned in ref 28.

Figure 5a,b displays the time evolution of the Ne radial
distribution function around the NO impurity after the X—A
electronic transition. In these simulations, the NO(A)—Ne-
adjusted Morse interaction potential was used. Two cubic
simulation cells containing (a) 500 and (b) 1372 atoms were
used, the sides of which were, respectively, 22.34 and 31.28
A. In the first case (a), the perturbation caused by the electronic
transition reaches the limit of the simulation shell within ~800
fs, whereas it takes more than 1 ps for the largest simulation
cell. Consequently, as shown in Figure S5c, the first-shell

J. Phys. Chem. A, Vol. 113, No. 52, 2009 14403

—0fs

- = 800fs
(a) 5 —e— 1.4ps
4
—~ 34
—
N
(@)}
2
14
0 T T T T T T T T T T 1
3 4 5 6 7 8 9 10 M
rNe-NO
—0fs
b - ——800fs
( ) s —e— 1.4ps
4
~~ 3'
—
SN~—"
(@)}
24
1
0 T T 1 T Ll T T T 1 T 1 T T 1
2 3456 7 8 9101112131415 16
rNe-NO
(©
=)
C
<
(2] —— 1st shell / 500 at
S 4.01 1st shell / 1372 at
© ]
©
= 381
O 1
e
»n 3.64
D
w 4
T 3.4
0 1 2 3 4

t (ps)

Figure 5. Time-dependent radial distribution functions of Ne around
the NO impurity for simulation cells containing (a) 500 and (b) 1372
atoms. (¢) Time evolution of the first shell radius defined by eq g for
both simulation cells.

simulated dynamical response, as defined by eq g, appreciably
depends on the size of the simulation cell on the picosecond
time scale. Moreover, within this time scale, the excess energy
released by the electronic transition (about 0.9 eV), is spread
over the entire simulation cell. When considering a unit cell of
500 atoms, this energy corresponds to approximately 20 K per
atom (if equally shared), which is comparable to the thermal
quantum correction we employ to account for zero-point energy
delocalization. As a consequence, the MD simulations performed
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Figure 6. Time-dependent radial distribution functions of Ne around
the NO impurity over 200 fs.

in this study are expected to be valid only up to ~1 ps, over
which the simulated dynamical response does not depend on
the simulation cell size. Such a limitation of MD simulations
has been already discussed.** As previously suggested,’”* the
quantum nature of the environment plays a significant role
exclusively through the delocalization of the atoms in the lattice,
whereas the exact nature of the interatomic correlations assumes
a critical importance at later times. Within 1 ps, the MD
simulations performed using the adjusted BM and Morse
potentials for the NO(A)—Ne are in reasonable agreement with
experiment. A closer look at the time evolution of the radial
distribution function on a short time scale (Figure 6) reveals a
nearly adiabatic expansion of the first shell (12 atoms) during
<200 fs after excitation. This suggests that the three first shells
around the chromophore are not set in motion impulsively during
the first 200 fs. As previously proposed,** this effect is observed
for longer times. This is the direct consequence of the shorter
range of the adjusted BM and Morse NO(A)—Ne potential used
here. Nevertheless, after 200 fs, this shell completely merges
into the second one. Consequently, the expansion slows down
up to ~600 fs, where the contraction begins. The two time scales
for the electronic bubble expansion are similar to the ones
evidenced experimentally and theoretically for solid hydrogen.’~%
The spatial delocalization of the Ne atoms associated with the
weakness of the Ne—Ne interaction lead to a drastic change of
the local shell structure upon Rydberg excitation. The relative
slow time scale for bubble expansion in Neon with respect to
Argon is thus presumably related to the merging of the first
two shells surrounding NO. This feature stems from the local
disorder due to the quantum character of the lattice. For solid
neon, the two time scales for expansion could not be experi-
mentally evidenced because of the pump/probe cross correlation
time (~320 fs), limiting the time resolution and the lack of
points within the 300 fs to 1 ps time window.?® In the case of
classical solids,??304346 the shell structure is preserved, and
coherent oscillations of the first shell are evidenced. Such
ultrafast recurrences do not exist in solid hydrogen,*’~3° for
which the major part of energy impulsively deposited flows
irreversibly to the medium over the picosecond time scale. It
has to be noticed, however, that a weak recurrence after 10 ps
suggests that an extremely low fraction of the energy remains
localized around the impurity.

In solid neon, the behavior is intermediate between the
classical and quantum cases as the local shell structure is
destroyed, whereas the picosecond time scale oscillations appear
in both experiments and the MD simulation. The recurrence
experimentally observed around 1.4 ps cannot be quantitatively
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Figure 7. Schematic representation of five angular configurations
studied to evaluate the contribution of three body interactions in the
first Rydberg state.

reproduced theoretically because of the above-mentioned limita-
tion of our MD simulation .

As shown in Figure 4a,b, the results obtained using the full
ab initio PES for the NO—Ne interaction do not lead to a better
description of the dynamical response than using the fitted two
body pair potential. This might be related to the fact that all
atoms of Ne around the NO impurity in the solid matrix modify
the real interaction potential via many body effects. As a matter
of fact, in our previous determination of the ab initio PES for
the excited state, significant collision-induced dipole effects have
been revealed.*® This fact combined with the many-body nature
of the matrix suggested to us that the pair additive assumption
used to build the total interaction potential could be the source
of the observed discrepancies. One could argue that the adjusted
1D potentials may include the many-body effects in an effective
potential way, whereas the 2D ab initio potential does not
include them at all. For this reason, we performed model
calculations to determine the relevance of three-body effects in
this system.

To evaluate the contribution of three body interaction in the
first Rydberg state, the energy of the Ne—NO—Ne system was
calculated using ab initio methodology.

In Figure 7, the five angular configurations studied are shown.
In this calculation, we maintain constant the NO bond length,
r, at its equilibrium value (1.06 A), and the intermolecular
distance of one Ne—NO complex, R., was maintained at the
equilibrium value corresponding to each configuration (6.5 A
for cases 1—4 and 7.0 A for case 5). The intermolecular
energies, Esp, are calculated for several distances of the other
Ne atom from the center of mass of NO, R; (3.0—8.0 A in each
case).

We use the same methodology as that in our previous
calculation of the Ne—NO intermolecular potential.*® In brief,
this includes a high-level treatment of electron correlation with
coupled cluster singles and doubles with perturbative correction
for triple excitations (CCSD(T)) together with an extensive basis
set composed of augmented valence triple zeta (AVTZ) for all
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TABLE 2: Relative Three-Body Contribution for Five
Angular Configurations

difference (%)

R(7) case 1 case 2 case 3 case 4 case 5
3.00 0.03 0.02 0.02 0.05 0.06
3.50 0.08 0.03 0.42 0.04 0.04
4.00 0.06 0.05 0.91 0.05 0.06
4.50 0.20 0.01 0.09 0.26 0.15
5.00 0.73 0.24 2.98 0.66 0.21
5.50 1.35 0.31 0.88 5.63 1.82
6.00 2.20 0.00 2.30 4.84 0.58
6.50 0.91 0.00 0.88 2.63 0.16
7.00 1.07 0.49 0.78 3.67 3.29
8.00 0.96 0.64 0.00 1.67 1.59

atoms, extra sets of diffuse functions, and bond functions for
an accurate representation of the van der Waals interactions.
The interaction energies have been corrected for the basis set
superposition error.

The three-body contribution is evaluated as

ESB - EzB

TB, =
E3B

x 100

where E,p represents the two-body approximation to the total
interaction potential obtained from equivalent calculations of
the Ne—NO complex. A comparison is displayed in Table 2.

It is interesting to see that the three-body effects are relatively
more important in the long range and become nearly irrelevant
in the short range. On a short time scale, the energy released
into the system (0.9 eV) is shared by very few atoms (about 18
up to 600 fs). This amount of energy is huge with respect to
the small corrections because of many body interactions. From
these results, it is clear that the neglect of higher many-body
effects in the calculation of the interaction potential for NO in
the Ne matrix is not responsible for the poor agreement between
the MD results using the ab initio and empirically fitted
potentials; therefore, this point deserves further comment. In a
recent work,’® it has been shown that by using the same ab initio
methodology as that applied here it has been possible to predict
the binding energies and van der Waals vibrational levels of
the series NO(A)—Rg (Rg = Ne, Ar, Kr, Xe) in good agreement
with experimental spectra. This is a very stringent test for the
quality of the interaction potential. The matrix relaxation
processes studied in the present work depend crucially on the
slope of the potential in the repulsive region of the interaction.
Further ab initio testing is necessary to decide if the methodol-
ogy used loses reliability in that region.

4. Conclusions

The local relaxation dynamics of solid neon upon the Rydberg
excitation of a NO chromophore has been studied via MD
simulation including a thermal quantum correction to account
for the zero-point energy quantum delocalization of the Ne
atoms about the lattice sites. The influence of the NO—Ne
interaction potential on the relaxation dynamics has been
scrutinized. In particular, one of the main motivations for the
present work was to use a more realistic description of the
NO-—Ne interaction because all previous studies had neglected
the molecular properties of NO and used empirical atom—atom
potentials. Our results show that the 2D ab initio representation
of the NO—Ne interaction does not lead to a better description
of the energy relaxation than the empirical pair potentials
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adjusted on steady-state spectroscopic data. The precise expla-
nation for this discrepancy remains to be investigated. The
relaxation dynamics on a 1 ps time scale is well predicted
by our MD simulation. It was previously believed that the
relative slow relaxation of solid neon with respect to argon
was due to the longer range of the NO(A)—Ne interaction.
In this article, we also suggest that the local disorder resulting
from the quantum character of the medium might also play
an important role. The response involves a local destruction
of the shell structure as well as picosecond oscillations, which
are, respectively, typical of quantum (e.g., H,) and classical
solids (e.g., Ar).
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